DELL High Peformance Computing Cluster Overview
Hardware
The SPL HPC cluster is a high performance computing solution featuring a single head node, 50 compute nodes and a Infiniband compute fabric. The head node is a Dell PowerEdge 2850 server, featuring dual Intel Xeon 3.6GHz EM64T CPUs, 4GB of RAM and 2 146GB SCSI drives mirrored using hardware RAID 1. The compute nodes are Dell PowerEdge 1855 Blade Servers, featuring dual Intel Xeon 3.2GHz EM64T CPUs, 4GB of RAM and a 36GB SCSI system disk. Additionally, this cluster features 1.6TB of RAID storage provided by a Dell PowerVault 220S which is attached in split channel mode to the head node.

The administrative and storage network is Gigabit Ethernet, using a Dell PowerEdge 5324 switch. This switch has three Ethernet connections to each Chassis of 1855s. Each chassis contains 10 PowerEdge 1855 compute nodes. The compute fabric is provided by 5 Cisco TopSpin Infiniband switches. The Infiniband connection provides 10Gbps of non-blocking performance to the computing applications utilizing the MPICH message passing interface.

Web Interface

The cluster has a web interface which can be accessed by directing your browser to http://cluster.bwd.harvard.edu. This interface contains several options from the main page:

The cluster database link will take you to a phpmyadmin interface containing the database information for ROCKS. Unless you have a reason to modify any of the information in this database (or are directed to by Platform Computing), it is advised that you do not as any changes could have detrimental affects on the operation of the cluster. This link requires the root login due to it’s sensitive nature.
The Lava GUI link takes you to the Lava GUI, which provides users a web interface to the LAVA job scheduler.

There are two applications installed for viewing the status of the cluster – CluMon and Ganglia. Ganglia displays more detailed system information about all of the nodes using individual and aggregated charts. CluMon contains job related and load related information for the cluster.

There’s also an application called Cluster Top. This application displays the top processes across the entire cluster on a web page, similar to how top displays processes on a standard Linux box.

There’s an interface which displays the PBS Job Queue.

The ClusterRSS link can be used by RSS readers or scripts to trigger alerts based on problems found by ganglia. 

The Roll Call link lists all rolls which are installed on the cluster. Please see the Rocks User guide for more information on rolls. 

The rocks users guide is also on this page.

System Administration

A HPC cluster is essentially a collection of Linux systems which share process information across a high speed interconnect. System administration on a cluster is similar to system administration of a traditional Linux system, with the exception that configuration management becomes more important as you want to ensure that all compute nodes within the cluster are in sync with one another. Platform Rocks includes a command on the head node called cluster-fork, which enables you to execute commands across the entire cluster while only entering the command a single time. 
Note that if you are issuing complex commands, such as commands which contain semicolons, ampersands, pipes or other characters which would typically be interpreted by the shell which you’re using, you will need to escape these characters with a backslash to ensure that they are not interpreted by the head node, but by the compute nodes. An example of a complex command would be:

cluster-fork ps –ef \| grep kswapd

or


cluster-fork free \&\& uptime

If there are customizations you need to make to compute nodes, the customizations should also be placed in the extend-compute.xml file on the head node. The location and format of this file is located in the Rocks Users guide, linked from the home page on the cluster. Anytime changes are made to this file, you should change directory to /home/install, and execute the rocks-dist dist command. 

To add a user to the cluster, you use the standard useradd command. Platform Rocks contains a wrapper script which actually adds the user to the 411 database for all the compute nodes. The first time the user logs in, they will be prompted to enter a password for their SSH key – instruct the user to enter an empty password by pressing enter, or the job schedulers will not function properly.

To remove a user from the cluster, use the userdel command.

If a compute node for some reason stops responding, simply remove the node from the chassis, re-insert the node and power the node on. The rocks software will re-install on the node. If you need to rebuild a node and still have ssh access to the node, there’s two methods depending on your situation. If you are on the head node console or are logged in using SSH with X forwarding turned on, you can type shoot-node followed by the hostname of the node which you’d like to rebuild. This will rebuild the node, and redirect the installer screen to your display. If you don’t have X forwarding turned on, you can ssh to the compute node in question, and type /boot/kickstart/cluster-kickstart . 

If you make a change to the extend-compute.xml file and would like to propagate the change to all of the compute nodes on the cluster, you can type cluster-fork /boot/kickstart/cluster-kickstart . This will rebuild all of the nodes on the cluster. Rebuilding the entire cluster can take quite some time – on a cluster your size typically this will take 1 – 2 hours. 

There are certain procedures which must be followed when powering up or shutting down the cluster which are detailed on the wiki. 

Compute Resource Management

Your cluster has two job management systems for managing the resources on the compute nodes – Platform LAVA and OpenPBS. I will mainly cover Platform LAVA, which is the scheduler with which I am most familiar and I understand you already have a couple resources locally which are adept with PBS. One item to note is that these schedulers are not aware of each others’ queues – so basically you can get into an oversubscribed situation on the cluster if you allow your users to utilize both schedulers. For this reason, I would suggest that you pick one scheduler for your users to use.

Platform LAVA is similar to the very popular LSF (Load Sharing Facility) scheduler which is also sold by Platform Computing. This scheduler provides basically the same functionality which is provided by PBS – resource management on your compute nodes. Typically a user will write a BASH or C shell script which will be submitted to the scheduler using the bsub command. An example script is provided on your cluster, under the /var/news directory. 

There are several commands which are useful to know with Platform LAVA. The bsub command, as mentioned before, enables the user to submit jobs. Other useful commands are bjobs, lsload, badmin, lsadmin, bhosts and bkill.

bjobs can be used to get more information about the jobs currently running or pending on the cluster. By default, when a user runs the bjobs command, the user only sees information about the jobs which they are running. The user can specify the –u switch with the all option, and will receive information about all running jobs from all users. Another useful switch for the bjobs command is the –l switch, which causes bjobs to display extended information about the jobs. You can also specify a job id after the bjobs command to specify the job which you’d like information about. Most of the information you can obtain using bjobs can also be obtained using the clumon web interface which is available from the cluster home page. 

The bkill command is used to kill a job. For example, if you had a job with the id of 103 and you wanted to kill it, you would type bkill 103. Users can only kill jobs belonging to them and the root user can kill any job on the cluster.

The bhosts command provides a brief overview of the status of the hosts on the cluster. 

The lsload command can be used to provide an overview of the load on the cluster. The lsadmin and badmin commands are used to execute administrative commands on the scheduler. The LSF admin guide, available on the cluster and linked from the wiki, contains more detailed information about these commands.
Compiling and Executing MPI Code

If you’re compiling MPI code, there are two sets of libraries on the cluster which you should use. If you’re wanting to use the infinband interconnect, the following paths should be used:


Libraries: /usr/local/topspin/mpi/mpich/lib64


Headers: /usr/local/topspin/mpi/mpich/include


MPIRUN: /usr/local/topspin/mpi/mpich/bin/mpirun_ssh

If you’re wanting to use the Ethernet interconnect, the flowing paths should be used:


Libraries: /opt/mpich/gnu/lib64


Headers: /opt/mpich/gnu/include


MPIRUN: /opt/mpich/gnu/bin/mpirun

