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The use of imaging has become increasingly important in clinical research, as it has in the clinic itself.  The characterization of the human phenotype in healthy and disease states is now possible in ways that could not have been imagined only 20 years ago.  The advent of sophisticated medical imaging modalities such as MRI, PET, ultrasound and high-speed CT has created a powerful suite of diagnostic tools for the clinical researcher.  However, managing these tools and the resulting large data sets comes with a host of new computing requirements for managing research data.  These requirements have been worked out over the past 10 years by the Biomedical Informatics Research Network (BIRN, www.nbirn.net) whose goal is to supply the research imaging community with 1) an integrated set of processing and visualization tools, 2) standardized image acquisition methods, and 3) data archiving tools and large-scale data repositories.  One of the resulting technologies from this project is the XNAT imaging informatics platform (www.xnat.org).  It allows large collections of images and study-specific metadata to be managed by image-driven clinical translational research groups. Harvard Faculty of Arts and Sciences holds the copyright for the XNAT Open Source license.

The XNAT platform will be tied into the i2b2 infrastructure of the CTSC through web services typically available in the i2b2 Hive. This will allow the images and image data of XNAT to be merged with the phenotype and genotype data of the CTSC i2b2 Hive, thereby creating a complete and cohesive clinical research chart.  A further benefit, enabled by the National Alliance for Medical Image Computing (NA-MIC), is to supply the clinical translational community with robust, open source solutions for medical image analysis, visualization and management software tools by the creation of a “desktop” version of XNAT.  The desktop XNAT data management software will provide a state of the art management of medical image data for the individual clinical translational research scientist.  It is being developed to integrate and interoperate with a number of the key image analysis software tools, including Slicer 3 and Freesurfer, in use by the Harvard CTSC community.

Vision for XNAT in the Harvard CTSC
We propose that the Harvard CTSC support the creation of an integrated suite of study-specific image data management systems that is closely integrated with the larger i2b2 based informatics framework.  An enterprise XNAT instance will be stood up at each participating imaging site in the Harvard CTSC that has its own i2b2 hive1.  Each of these instances will manage image data in a HIPAA compliant and institution specific manner (e.g. details of image data storage and back up will be determined by senior IT system administrators at each site).  These enterprise XNAT instances will import coded/de-identified image volumes from one or several PACS systems within the network of affiliated sites covered by a specific IRB (e.g. there will be one Partners wide XNAT instance that will host medical image data from MGH, BWH, McLean).

Individual clinical translational investigators will stand up individual “desktop” versions of XNAT on their own computers with the assistance of the Image Information and Analysis Liaison2.  Through their desktop XNAT instance, investigators will be able to query data collections and import image data from the enterprise XNAT instance for analysis.  Investigators will be able to use i2b2-supplied resources to work with the associated metadata.   The desktop instances will manage the storage of the raw and processed images, and when the individual investigators are willing to share these data, the files can be exported back to the enterprise XNAT instance. 

Specific details for image de-identification and sharing will be developed and maintained in close collaboration with the Harvard CTSC Regulatory Program staff.  We anticipate the creation of a Harvard CTSC Privacy Officer position either entirely dedicated to the support of medical imaging studies across all affiliated sites, or more likely, shared across all study types and located at each institution or cluster of institutions. This detail is open for discussion.  The person in this role would be responsible for the creation of each XNAT account, access permissions for the study Principle Investigator and study staff, compliance with privacy regulations, regulatory guidelines, space allocation and similar tasks.  Supervision of this person would be the responsibility of the senior Translational Imaging Consortium members.

Overview of XNAT Enterprise capabilities

To achieve the goal of medical image management for research purposes, enterprise XNAT offers the ability to import imaging data residing on a picture archiving and communication systems (PACS) system and place the data within data structures that easily adapt to the needs of clinical translational research.  Similarly, XNAT provides a tool to import sources of medical image data that are not stored in a PACS system, thus supporting a single archive for multiple modalities of image data (e.g. ultrasound, MR, CT, PET, optical). XNAT also implements role-based security on a per study basis, which is not available in most PACS systems but is essential for research studies.

The ability to manage large numbers of medical images in a transaction environment is typically reserved for a PACS system.  PACS systems are then commonly tied to a radiology information system (RIS) which performs the function of billing for the procedures and producing reports.  Hospital workflow then needs to accommodate the export of these image sets into XNAT, which represent the core of image-driven clinical research.  

Integration of XNAT into i2b2

The enterprise XNAT will act as the principal image archive in the i2b2 infrastructure established at each CTSC-i2b2 site.  It will be designed as a “cell” in the “hive”, and conform to the authentication, metadata, and software architecture necessary to be part of the i2b2 Hive.  The ability of XNAT to handle large collections of images for research studies will enhance the image management capabilities of the i2b2 framework, especially its ability to obtain clinical images directly from the PACS (“push” or “pull”).  XNAT is engineered with web services that i2b2 can consume such as authentication.  Relevant metadata can be added to the ontology cell of i2b2.  The architecture is flexible to allow for future development of Plug-in modules to support search, query and analysis functions.

Desktop XNAT software is also available for investigators to use.  The desktop software is designed as Eclipse plug-ins and therefore integrates well with the i2b2 Workbench.  The desktop software will allow communications with the enterprise XNAT cell and the CTSC-i2b2 infrastructure cells to be completely integrated to the user.  The data flow as it is envisioned is diagrammed below:
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Future function of XNAT in the Harvard CTSC

Over the longer term, it is envisioned that clinical/translational investigators will require the integration of increasingly larger collections of images, likely from different research studies and acquired at different locations.  Development and population of the enterprise XNAT instances across the Harvard CTSC affiliated sites will contribute to achieving this goal by making available a large volume of curated image volumes from the PACS and research imaging systems in a common format and with appropriate onotologies to facilitate genotype to phenotype exploration. 

Importantly, this architecture has features that are nicely compatible and complementary to the Image Exchange and Warehousing proposal being developed by the CTSA Consortium of Imaging groups across the country.  The deployment of this module as a component of the i2b2 hive that is being shared with other CTSC’s would be valuable to the broader scientific community.

Specific Goals and Timelines

The Translational Imaging Consortium has reviewed and approved this proposal as being ready to share with the broader CTSC leadership.  Implementation can begin as soon as the detailed specifications for this proposal are complete and approved by the Harvard CTSC Informatics leadership and the overall Harvard CTSC leadership.

Within 1 year of approval, the initial XNAT enterprise instance will be stood up and integrated into the i2b2 hive (site to be determined).

Within 3 years an additional 3 sites will have XNAT instances set up.

In January 2009, a stable release of XNAT desktop will be available for use by CTSC investigators and will be piloted by the i2b2 driving biology projects, such that it will be ready for CTSC/GCRC supported clinical projects in July of 2009.

Several projects are available for use as initial CTSC/GCRC supported clinical projects that will drive XNAT delivery in a stepwise fashion. 

Resource Requirements

Personnel:

1) XNAT engineer, 1 FTE for all of Harvard CTSC sites to be hired and supervised by Shawn Murphy in consultation with Dan Marcus (see attached letter of support) and Steve Pieper.  Skill requirements include Java and Java Script programming, web applications, data base management, DICOM engineering

2) Image Information and Analysis Liaison, initially 1 FTE across all of Harvard CTSC sites, but could be divided across individuals and be site specific.  This liaison to be hired and supervised by the Translational Imaging Consortium members or their designated person. Funding support to grow via Pilot grants and investigator support as demand from clinical translational investigators grows (see business plan for the Translational Imaging Consortium).

3)  Privacy Officer, see description above

4) Consultation from the Harvard XNAT group under the direction of Dr. Randy Buckner and Dan Marcus and his team at Washington University (support from the BIRN and NAMIC grants).

Equipment:

For each XNAT Central instance a Barracuda load balancer with sufficient hard disk space to manage anticipated data storage and back up. Dan Marcus to provide specifications with options for seamlessly integrating into whatever system is appropriate at each institution.  Approximate cost is $6-12K for first year that is largely the cost for the image data storage.  Cost could be passed onto individual investigators through Pilot grant funds or other funds.  XNAT desktop is a free open source software package that will be downloaded to the clinical translational investigators own computer (desktop and/or laptop) with the assistance of the Image Information and Analysis Liaison.  Plans for how to scale this as the need for greater image archival disk space increases will need to be addressed.

1In actuality there may need to be multiple XNAT Enterprise instances per hive depending on the extent of utilization and the diversity and source of image data types to be managed, but the details of this will be worked out by the Imaging Consortium, the XNAT Engineer and the CTSC IT team.

2Image Information and Analysis Liaison- this position is currently being articulated by the CTSC Imaging Consortium group, it will be an Imaging Specific “Navigator” with sufficient skills to be able to directly facilitate the work of the C/T investigators. 





























































