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Retrospective Intermodality Registration
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Abstract—The primary objective of this study is to perform a
blinded evaluation of two groups of retrospective image registra-
tion techniques, using as a gold standard a prospective marker-
based registration method, and to compare the performance of
one group with the other. These techniques have already been
evaluated individually [27]. In this paper, however, we find that
by grouping the techniques as volume based or surface based, we
can make some interesting conclusions which were not visible in
the earlier study. In order to ensure blindness, all retrospective
registrations were performed by participants who had no knowl-
edge of the gold-standard results until after their results had been
submitted. Image volumes of three modalities: X-ray computed
tomography (CT), magnetic resonance (MR), and positron emis-
sion tomography (PET) were obtained from patients undergoing
neurosurgery at Vanderbilt University Medical Center on whom
bone-implanted fiducial markers were mounted. These volumes
had all traces of the markers removed and were provided via the
Internet to project collaborators outside Vanderbilt, who then
performed retrospective registrations on the volumes, calculating
transformations from CT to MR and/or from PET to MR. These
investigators communicated their transformations, again via the
Internet, to Vanderbilt, where the accuracy of each registration
was evaluated. In this evaluation, the accuracy is measured at
multiple volumes of interest (VOI’s). Our results indicate that the
volume-based techniques in this study tended to give substantially
more accurate and reliable results than the surface-based ones
for the CT-to-MR registration tasks, and slightly more accurate
results for the PET-to-MR tasks. Analysis of these results revealed
that the rotational component of error was more pronounced
for the surface-based group. It was also apparent that all of
the registration techniques we examined have the potential to
produce satisfactory results much of the time, but that visual
inspection is necessary to guard against large errors.

Index Terms—Computed tomography, image registration, mag-
netic resonance, positron emission tomography, surface-
based versus volume-based.
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I. INTRODUCTION

W E present here a new analysis of the previously pub-
lished [27] results of a study.1 Most of this analysis

was first presented at the conference CVRMed/MRCAS 1997
in Grenoble, France [26]. By dividing the registration methods
evaluated in this study into two groups, volume based and
surface based, it is possible to gain more statistical power
from the results. We label as volume based, any technique
which performs registration by making use of a relationship
between voxel intensities within the images and as surface-
based, any technique which works by minimizing a distance
measure between two corresponding surfaces in the images to
be matched. We then compare the mean accuracy achieved on
a set of registration tasks by the methods in the volume and
surface groups.

There were two registration tasks evaluated in this study,
X-ray computed tomography to magnetic resonance (CT to
MR) and positron emission tomography to MR (PET to MR),
and these tasks were broken into subtasks according to the
type of MR and whether the MR image was corrected for
geometrical distortion. The image data sets of nine patients
were used, of which seven contained both CT and MR scans
and seven others contained PET and MR scans. MR scans of
three types: T1, proton density (PD), and T2 were included.
Before imaging, each patient had four markers implanted and a
COMPASSstereotactic frame attached. For some of the patients,
scans were also used that had been corrected for geometrical
distortion [3], [20]. The first step toward evaluation is the
calculation of the answers, i.e., registrations derived with the
aid of the fiducial markers. Next, it is necessary to process the
images by removing all traces of the markers and the frame
in order to ensure that all subsequent registrations are truly
retrospective in nature. This was done by manually segmenting
the frame and markers out of the images and replacing the
removed regions by a simulated background pattern in each
imaging modality. We call this process air brushing.

These air-brushed image volumes were then made available
on the Internet via file transfer protocol (FTP) so that each
site could apply its own retrospective technique. The resulting
transformations were reported by specification of the motion
of the eight corner points of the volume. A measurement of
error was made by calculating the error relative to the gold

1These results and those subsequent to the study are now available on the
World Wide Web athttp://cswww.vuse.vanderbilt.edu/˜jayw/results.html.
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standard over a set of specified regions known as volumes of
interest (VOI’s).

Each submission of retrospective transformations was ac-
companied by a statement indicating the cases in which the
registration procedure was felt to have failed, i.e., was not
good enough to be clinically useful. In all cases, the statements
indicated that the registration was successful on every data set
provided.

II. M ETHODS

A. Image Acquisition

The CT images were acquired using aSiemens DR-Hscanner,
the MR images were acquired using aSiemens SP 1.5-Tesla
scanner, and the PET images with aSiemens/CTI ECAT 933/08–16

scanner. The CT volumes have a resolution of 512512
pixels in the and directions and contain between 28 and
34 slices in the direction. The voxel size is 0.65 mm inand

and 4.0 mm in For MR, T1-weighted (T1), PD-weighted
(PD), and T2-weighted (T2) spin-echo images were acquired.
These volumes have a resolution of 256256 pixels in the
and directions and contain between 20 and 26 slices in the
direction. The voxel size is between 1.25 and 1.28 mm in the
and directions and 4.0 mm in The T1 image volumes were
acquired with an echo time (TE) of 15 ms and a repetition
time (TR) of 650 ms (20 slices) or 800 ms (26 slices); the
PD with a TE of 20 ms and TR of 2550 ms (20 slices) or
3000 ms (26 slices); and the T2 with a TE of 90 ms and the
same TR as PD. Readout gradient strength for T1 was 2.45
mT/m and for PD/T2 was 1.47 mT/m, with four acquisitions
in T1 and two in PD/T2. All MR images used half-Fourier
reconstruction and a slice selection gradient of 6.8 mT/m.
Three additional MR images were acquired for each patient
with the identical imaging parameters, except that the readout
gradient was reversed. For PET, each patient was injected
with 10 mCi of F-fluorodeoxyglucose. Scanning was started
40–50 min after injection and was continued for 25 min. The
volumes have a resolution of 128 128 pixels in and
and contain 15 slices in thedirection. The voxel size is 2.59
mm in and and 8.0 mm in Image reconstruction was
performed using a Hamming reconstruction filter, resulting in
images with a full-width-at-half-maximum resolution of 9 mm.

Internal Review Board authorization was obtained for the
use of the patient data sets in this study. All patients whose
images were to be used signed a release form indicating their
consent.

B. Geometrical Distortion Correction

We correct MR images for static field inhomogeneity by us-
ing the image rectification technique of Chang and Fitzpatrick
[3], [20]. A new image, without inhomogeneity distortion,
is generated from the pair of distorted images acquired with
reversed readout gradients. The MR images are corrected for
scale distortion by using theCOMPASSstereotactic frame as an
object of known shape and size. The scale factors are handled
by changing the voxel dimensions in the image header.

C. Fiducial Markers and Fiducial Localization

The markers are designed to be bright in CT and MR. They
are constructed from hollow plastic cylinders with an inside
diameter of 7 mm and an inside height of 5 mm. Plastic marker
bases or posts are screwed into the outer table of the skull of
the patient. The markers are attached to the posts during image
acquisition. Additional detail about the markers, including
pictures and image slices showing the typical appearance of
the markers in CT and MR images, can be found in previous
publications [20], [25].

We define the position of a marker as its centroid and call
the determination of this position fiducial localization. We
calculate an intensity-based centroid for each marker using the
localization technique described in Wanget al. [25]. The large
point-spread function increases the effective size of the marker
substantially in PET. Because the marker is spread over more
than one slice, it becomes possible to use intensity weighting
in determining the centroid in the direction perpendicular to
a slice to an accuracy better than the slice thickness. The
published localization algorithm, therefore, was modified for
this project to take advantage of the increased effective size
for PET.

D. Fiducial-Based Registration

When we use markers to register images, we call them
fiducial markers and call their positions fiducial points or
fiducials. We register CT to MR and PET to MR by cal-
culating the rotation and translation parameters of the rigid
body transformation that minimizes the mean square distance
between corresponding fiducials in the two images [19], [21].
We have implemented the closed-form solution developed by
Arun et al. [1]. We define the fiducial registration error (FRE)
as the root-mean-square (rms) distance between corresponding
fiducials after registration and transformation.

This registration process was carried out for each patient
data set and each MR modality. The derived transformations
were tabulated and used as a gold standard for evaluation of
the retrospective registration methods.

E. Removal of Fiducial Markers and Stereotactic Frame

The next step is the removal of all traces of the fiducial
markers and the stereotactic frame from each image. We
call this process air brushing. This was achieved by manual
outlining of regions containing these structures, followed by
an approximate reconstruction of the image background in
each missing region. A slightly different procedure was used
for each modality in order to reconstruct as accurately as
possible the nature of the background artifacts in each type
of image [27]. For each air-brushed image volume, anASCII

header was prepared. Each header contains a description of the
image to which it relates, giving the pixel size, slice thickness,
resolution, data format, and acquisition information. In the MR
case, the headers also contain a line stating the image to be
either an unaltered volume or a volume to which the distortion-
corrections technique has been applied. The headers conform
to the Interfile standard [2], [5].
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F. Communications

After creation of the images and headers was complete, a
login name, password, and Internet address were provided by
e-mail to all project participants so that they were able to
transfer the images and headers to their own sites by means
of FTP.

In order to communicate the retrospective registrations
to Vanderbilt once they had been completed, the following
scheme was adopted. In theFrom volume (e.g., CT in the case
of CT-to-MR registration), the positions of eight points are
calculated. Taking the origin to be the center of the first voxel
in the volume (i.e., the top left pixel of slice zero) the
and coordinates of the centers of the eight corner voxels in
the volume were derived. These positions were provided via
FTP by Vanderbilt for every CT and PET volume.

After the retrospective registration transformation was deter-
mined, the transformed positions of these eight points relative
to the origin of theTo modality were computed by each site.
The field of view of the two volumes is typically different,
so it is important to specify which volume provides the origin
relative to which the transformed positions are calculated. A
more detailed account of the communication of transforms is
given in the first publication related to this study [27].

All coordinates were specified to at least four decimal places
in units of millimeters. Such high precision insures that any
round-off error inherent in converting between a registration
transformation and the eight-point sets is negligible. In order
to convert the set of transformed positions to a rigid-body
transformation, the two point sets are registered using the
point-based registration algorithm described in Section II-D.
Only three points are necessary to uniquely specify such a
transformation, but the full set of eight was used for reasons
of symmetry, error reduction, and error prevention.

Clearly, this method of data transmission allows only rigid-
body transformations to be accurately communicated since any
nonrigid transformation would be approximated by a rigid one.
This protocol is thus restricted to evaluation of rigid-body
transformations.

Each transformation was transmitted to Vanderbilt by e-
mailing an ASCII file containing both the original and trans-
formed points.

G. Retrospective Techniques

The retrospective registrations were performed in parallel
at several sites outside Vanderbilt. Some methods were used
that were applicable only to CT-to-MR or to PET-to-MR
registration and some were suitable for both cases.

We have, for the purposes of this paper, divided the registra-
tion techniques into two categories. Surface-based registrations
were performed by Barillot and Lemoine [11]; Harkness [22];
Hemler et al. [7] (CT-to-MR only); Pelizzari [22]; and Robb
and Hanson [9], [10] (four techniques for CT-to-MR, two
of which were also applied in PET-to-MR). Volume-based
registrations were performed by Collignonet al. [4]; Van den
Elsenet al. [24] (CT-to-MR only); Hill and Studholme [23];
Maintz et al [13], [14], [15]; and Woods [28] (two techniques,
PET-to-MR only). Two sites which contributed registrations

to the original study are not included here. The technique
of Noz et al. [12] was omitted as it performed nonlinear
transformations and that of Malandain and Pennec [16]–[18]
was also omitted as it is best described as a hybrid between
volume- and surface-based registration and, thus, could not be
unambiguously placed in either of the groups used. All the
volume-based techniques, and all but one of the surface-based
techniques (that of Barillot and Lemoine), used in this study
were fully automated in terms of the registration step, i.e., they
did not require that the images be manually placed in close
alignment before registration took place.

H. Data Analysis

At Vanderbilt, after the transformations were received from
each site and the corresponding rigid-body transformations
had been determined, the next step in the evaluation is to
perform a comparison between these registrations and the
fiducial-based ones. In some cases, errors were discovered by
the remote sites after the transformations had been submitted
and the gold-standard registrations had been distributed to the
investigators at these sites. We allowed a modification of the
results submitted by Hillet al., and we removed erroneous
transformations from the sets being evaluated for Barillotet
al., Collignonet al., and Robbet al. A full discussion of these
cases is given in [27].

In collaboration with a neurological and a neurosurgical
expert, a set of VOI’s was chosen that represents areas of
neurological and/or surgical interest. Each VOI was manually
segmented within one of the MR image volumes. This proce-
dure was repeated for each patient data set used. The VOI’s
were stored as sets of and voxel coordinates.

An estimate of the accuracy of the retrospective registration
at the position of each VOI is computed as follows. The
centroid pixel of the VOI is found and its position is converted
from a voxel index to a millimetric position in the To

modality, using the known voxel size for the image volume
(Fig. 1).

Let and be the rotation matrix and translation vector,
respectively, of the gold-standard rigid-body transformation
and let and be the rotation and translation components
of the retrospective transformation The point in the From

modality is defined so that is the mapping of under the
gold-standard transformation. Thus

(1)

By inverting (1) we obtain

(2)

The point in the To modality is defined as the mapping of
under the retrospective transformation. Thus

(3)

The discrepancy between the registered target position of
the retrospective method and that of the gold standard is

In image registration, the target registration error
(TRE) at a given point is the distance between that point and
the corresponding location in the other image after registration
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Fig. 1. Calculation of the accuracy of a retrospective registration at a VOI. A VOI (represented here by an ellipse) is defined in the To modality (right
image). The centroid voxel of the VOI is found and converted from a voxel index to a millimetric positionccc using the known voxel size for the image
volume. The inverse of the gold-standard rigid-body transformationG is applied to the pointccc giving point ccc0 = G�1(ccc) in the From modality (left image).
Then, the retrospective transformationR is applied toccc0; giving point ccc00: The registration error of the retrospective transformation at the centroid of the
VOI is taken to be the Euclidean distanceD between the pointsccc and ccc00 = R(G�1(ccc)):

has been performed. We define the TRE of the retrospective
registration at the anatomic location of the VOI to be the
Euclidean distance between and , i.e., TRE

The particular anatomic positions corresponding to the
VOI’s used in this evaluation are as follows: 1) maximum
aperture of fourth ventricle; 2) junction of fourth ventricle
with aqueduct; 3) right globe; 4) left globe; 5) optic chiasm; 6)
apex of left Sylvian fissure; 7) apex of right Sylvian fissure; 8)
junction of central sulcus with midline; 9) left occipital horn;
and 10) right occipital horn.

III. RESULTS

For a given technique, there appeared to be no consistent
pattern governing the variation of TRE among the VOI’s. For
this reason, we are reporting statistics only for the pooled
VOI’s.

The results are divided into two groups:

• those from volume-based registration methods, i.e., those
methods which make use of a relationship between voxel
intensity values in three-dimensional (3-D) regions of the
two image volumes to be matched;

• those from surface-based methods, i.e., those which per-
form registration by minimizing a distance measure be-
tween two corresponding surfaces, one of which has been
segmented or derived in each image volume.

For each modality pair e.g., (CT-T1), a volume-based and
surface-based registration error for each patient was derived.
This was done by taking the mean of the list of errors over all
VOI’s and all techniques categorized as volume or surface,
respectively. As a measure of the performance of the two
groups, in each case the mean error over all patients was taken
for each modality pair. This is presented in Table I. We also
present the percentage of instances in which a member of each
group had a registration error of more than 10 mm. One such
instance is defined as occurring, for the task of registering
a particular modality pair, when for one patient, one of the
techniques of the group has an error greater than 10 mm, as
measured at one VOI.

First, we investigated whether there was any significant
difference between the results of the volume- and surface-
based registrations. This was done for each modality pair
by a paired comparison of the mean registration error for
each patient. For CT-to-MR registration, in half the cases

(CT-to-T2, CT-to-PD rectified, and CT-to-T2 rectified) the
volume-based techniques are significantly more accurate (two-
tailed paired test ). In the remaining three cases
(CT-to-PD, CT-to-T1, and CT-to-T1 rectified) volume-based
techniques are more accurate with a marginal significance
( ). For PET-to-MR registration, the volume-based
methods are significantly more accurate in the PET-to-PD case
( ). Otherwise, no significant difference in accuracy
was observed between the two groups.

Second, it was our goal to find out whether MR distortion
correction had any effect on the accuracy of the retrospective
registration methods. We performed another paired compari-
son, this time between the results of a registration type on each
patient for registering CT and PET to an MR modality, with
and without distortion correction having been applied. For the
surface-based group no significant changes in accuracy were
seen. In the volume-based group, however, CT-to-PD rectified
registration is significantly more accurate (two-tailed paired
test ) than CT-to-PD. CT-to-T1 rectified registration
is more accurate than CT-to-T1 with a marginal significance
( ). Distortion correction did not have any significant
effect on the PET-to-MR results.

For both these sets of conclusions, however, it must be noted
that we could not take account of the intravariation within the
samples used to derive the mean values for the comparison, as
the number of patient data sets was too small. In other words
we assume the measurements are independent even though
they came from the same patient. It is thus possible that the
significances we report here are overestimates.

Finally, we looked at the translation and rotation compo-
nents of the registration errors for each group. It was our
goal here to determine whether there was a different tendency
toward rotational or translational error for the two groups. For
each retrospective transformation we computed the error
transformation where is the gold-standard
transformation for that registration task. We took the ratio
of the rotation angle (in radians) of to the magnitude of
the translation component of (in millimeters), measured
at the centroid of the volume. We compared separately the
results for CT-to-MR and PET-to-MR registration. The num-
ber of transformations forming each group was 311 and 185,
respectively, for the surface- and volume-based groups and
CT-to-MR registration and 167 and 174 for the surface- and
volume-based groups and PET-to-MR registration.
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TABLE I
REGISTRATION ERRORS

TABLE II
MEAN ROTATIONAL (R), TRANSLATIONAL (T), AND RATIO

ROTATIONAL/TRANSLATIONAL (R/T) ERROR FORCT-MR REGISTRATION

TABLE III
MEAN ROTATIONAL (R), TRANSLATIONAL (T), AND RATIO

ROTATIONAL/TRANSLATIONAL (R/T) ERROR FORPET-MR REGISTRATION

In Tables II and III we show the mean translation, rotation,
and ratio translation/rotation errors for each group. The num-
bers in parentheses give the standard deviation for each group.
Translation was observed at the centroid of the volume. We
found, using a two-tailed test assuming unequal variance,
that the translation and rotation components of error were
each significantly greater for the surface-based group than
for the volume-based group ( ) in both CT-to-MR
and PET-to-MR registration. We also found that the ratio of
rotational to translational error was significantly greater for
the surface-based group in CT-to-MR registration ( ).
For PET-to-MR registration, this ratio was greater for the
surface-based group to a marginal significance ( ).

IV. DISCUSSION

The principal goal of this project was to determine the
accuracy of retrospective image registration techniques. It
should be noted that, because this study assesses only image-
to-image registration and not image-to-physical-space regis-
tration, its direct clinical application lies in intermodality
image correlation. Clinical applications might include, for
example, the assignment of anatomic specificity to functional
activation studies with functional MRI (fMRI) and PET, or
the longitudinal cross-correlation over time of imaging studies
to follow tumor growth and response to therapy. In using our
results to guide such applications it is important to consider the
validity of our approach and the accuracy of our gold standard.

The validity of these evaluations depends on the accuracy
of the gold-standard registrations. If the transformation errors

of the fiducial marker and a retrospective technique are uncor-
related, the following simple relationship holds for the rms of
the observed TRE, the true TRE (TRE), and the gold-standard
TRE (TRE ):

rms[TRE] rms TRE rms TRE (4)

While we cannot measure rms[TREdirectly, we can
estimate it using numerical simulations [19], [21]. According
to the simulation results, the for marker-based
CT-to-MR registration, using the three types of MR im-
ages corrected for geometrical distortion, is 0.41 mm. The

for PET-to-MR registration is 1.75 mm. Using
the estimation method described in [19] and [21] we then have
that rms[TRE] is approximately 0.39 mm for CT-to-MR and
1.65 mm for PET-to-MR. The larger TRE’s for registrations
involving PET are to be expected because of the larger voxels
in this modality.

These simulations assume there is no geometrical distortion.
Thus, these simulation results apply only to the registrations
obtained using MR images corrected for geometrical distor-
tion, assuming that any remaining distortions are uncorrelated.
The gold-standard TRE’s can be expected to be somewhat
larger for the uncorrected MR images.

If a retrospective technique’s accuracy is approximately the
same as the gold standard, then it follows from (4) that the rms
of the observed TRE will be approximately rms[TRE ],
which is approximately 0.55 and 2.33 mm for the CT-to-
MR and PET-to-MR cases, respectively. The smallest rms
values in this study (taken for any modality pair and any
technique, but averaged over all patients) are 1.0 mm for CT-
to-MR and 2.3 mm for PET-to-MR. Both these values were
achieved by techniques in the group classified as volume-based
registration. These small values suggest that the accuracy of
some of the volume-based retrospective techniques approaches
the accuracy of the bone-implanted fiducial marker method, at
least for PET-to-MR registration.

The column headed in Table I gives the percentage
of instances in which the measured error is greater than
10 mm. This column is included to provide information about
very large misregistration errors. As can be seen from this
column, for the case of surface-based registration of CT to
MR, there were errors of at least 10 mm in at least 11%
of the instances recorded, regardless of the type of MR
acquisition, indicating that the quality of surface-based CT-to-
MR registration should be checked visually. Such large errors
are less common both for surface-based registration of PET to
MR and for all volume-based registrations. There are six cases
(entries of 0.0) in which the maximum observed errors are less
than 10 mm. The maximum observed errors for these six cases
(not tabulated) range from 6.3 to 9.9 mm. As with the smaller
means and standard deviations, these smaller percentages are
an indication of greater registration success, but the presence of
any large errors suggests that visual inspection is an important
adjunct for these techniques as well.

In Section III we showed that the errors in the surface-
based group had a significantly larger rotational component
than those in the volume-based group. We hypothesize that the
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reason for this is that, in cases where the segmented surface
is close to symmetric about some axis, the distance measures
minimized by surface-based methods may often be insensitive
to rotations about this axis. Because the contents of the head
generally have less rotational symmetry than the surfaces of
the scalp and brain, volume-based methods may be less prone
to rotational errors than surface-based methods for images of
the head.

V. CONCLUSION

Ten groups of investigators applied 14 techniques, of which
six were volume-based and eight were surface-based, to se-
lected registration tasks involving the registration of CT and/or
PET to MR. Our results indicate that, on the patient data
sets we provided, the volume-based registration techniques in
the study tended to be significantly or marginally significantly
more accurate than the surface-based techniques in the CT-to-
MR case. In the PET-to-MR case the volume-based methods
were slightly more accurate, but the difference was not signifi-
cant except for the PET-to-PD modality pair. By grouping the
techniques in this way, we have shown that we have sufficient
statistical power to make these interesting conclusions. This
was not possible when the techniques were evaluated indi-
vidually [27]. Our analysis of these results revealed that for
CT-to-MR registration the rotational component of error was
more pronounced for the surface-based group: a similar but
less marked effect was observed for PET-to-MR registration.
It is also apparent that all of the retrospective methods in this
study have the potential to produce satisfactory results much
of the time, but that visual inspection is necessary to guard
against large errors. It would usually be possible to perform
such an inspection for a single technique by a simple extension
of the software performing the registration. However, all that
is necessary for visual inspection is a knowledge of the
transformation output by the registration algorithm. Visual
inspection may be performed using simply this transformation,
the images themselves, and software capable of reformatting
one image according to the registration transformation so that
it may be directly compared with the other [8], [6].
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